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» Our model consists of two main components, Text-Conditioned Token Selection (TCTS) and Frequency Adaptive Sampling (FAS).
» TCTS exploits the text condition to detect misaligned tokens and alleviate the error accumulation. .
» FAS utilizes the generator’s self-attention map to limit resampling only in the low-frequency areas preventing over-simplification.
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» We propose a simple token sampling strategy TCTS with guidance
sampling training, pushing the boundary of the trade-off between
image quality and text alighment.

» A trade-off can be seen that as the sampling strategy gets closer to the RR
sampling, text alighnment gets better, while the image quality gets worse.
» TCTS can generate high-quality images with improved text-alignment in even

» We can leverage a cross-attention map
corresponding to the word of the object
instead of self-attention.
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